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Abstract
This study investigated the application of a recurrent neural network for optimising pharmacological treatment for

depression. A clinical dataset of 458 participants from specialist and community psychiatric services in Australia, New

Zealand and Japan were extracted from an existing custom-built, web-based tool called Psynary . This data, which included

baseline and self-completed reviews, was used to train and refine a novel algorithm which was a fully connected network

feature extractor and long short-term memory algorithm was firstly trained in isolation and then integrated and annealed

using slow learning rates due to the low dimensionality of the data. The accuracy of predicting depression remission before

processing patient review data was 49.8%. After processing only 2 reviews, the accuracy was 76.5%. When considering a

change in medication, the precision of changing medications was 97.4% and the recall was 71.4% . The medications with

predicted best results were antipsychotics (88%) and selective serotonin reuptake inhibitors (87.9%). This is the first study

that has created an all-in-one algorithm for optimising treatments for all subtypes of depression. Reducing treatment

optimisation time for patients suffering with depression may lead to earlier remission and hence reduce the high levels of

disability associated with the condition. Furthermore, in a setting where mental health conditions are increasing strain on

mental health services, the utilisation of web-based tools for remote monitoring and machine/deep learning algorithms may

assist clinicians in both specialist and primary care in extending specialist mental healthcare to a larger patient community.
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1 Introduction

1.1 Depression

According to the International Statistical Classification of

Disease Revision 10 (ICD-10), depression is categorised

under mood (affective) disorders where the central distur-

bance is a change in mood to depression or elation [1].

Depressive episodes occur when the patient suffers from

decreased mood, energy, activity, self-esteem and self-

confidence [1]. Patients exhibit lesser capacity for enjoy-

ment and decreased interest in their avocations while also

exhibiting ideas of guilt or worthlessness [1]. There are

several subtypes of depression including major depressive

disorder, bipolar disorder and melancholic depression [1].
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Major depressive disorder (MDD) is described as a

short- or long-term impairment causing significant reduc-

tions in quality of life and psychosocial functioning by

affecting areas of life including mood, affect, motivation

and cognition [2]. According to the ICD-10, bipolar dis-

order is characterised by two or more episodes where the

patient’s mood and activity levels are significantly altered

resulting in occasions of elevation of mood and increased

energy or decreased energy and activity [1]. Hypomania is

a period of persistent mild elevation of mood, increased

energy and activity, while mania is mood elevated higher

than what would be expected in the patient’s circumstances

[1]. Melancholic depression has been a contentious issue

within psychiatric circles, with some viewing the disorder

as a dimension of a severe expression of clinical depression

(“melancholia”), while others believe it is a separate type

of depressive disorder [3–5]. Regardless of its classifica-

tion, melancholic depression is a severe form of depression

with prominent neurovegetative symptoms [3].

Depression is a major public health issue and cause of

disability [6]. An analysis of data gathered in the Global

Burden of Disease study (held from 1990 to 2017) showed

that the incidence of depression had increased worldwide

from 172 to 258 million or by 49.86% [7]. The study

further analysed age-standardised incidence rates (ASR)

and estimated annual percentage changes (EAPC) of the

195 countries included in the population study. ASR was

found to be significantly increased in 29 countries, slightly

increased in 132 countries, slightly decreased in 9 countries

and significantly decreased in 9 countries [7]. Interestingly,

the number of people with depression increased in all five

socio-demographic index (SDI) levels (low, low-middle,

middle, high-middle and high); however, the ASR only

increased in the high-SDI region [7]. Geographically, the

number of people with depression increased in all geo-

graphical locations. 93.7% of patients with depression in

2017 were found to have MDD [7].

A systematic review conducted on the same Global

Burden of Disease data by Ferrari et al. showed that

depressive disorders were the second leading cause of years

lived with a disability (YLDs) in 2010. MDD accounted for

8.2% of global YLDs [6]. Depressive disorders were also a

leading cause of disability-adjusted life-years (DALYs)

with MDD accounting for 2.5% of global DALYs. Fur-

thermore, MDD was found to be the cause of 16 million

suicide DALYs.

In Australia, the National Survey of Mental Health and

Wellbeing completed in 2007 estimated that 45% of the

Australian population aged between 16 and 85 years would

experience a mental disorder during their lifetime and 1 in

5 had experienced a mental disorder in the last year [8].

Since 1998, there have been many attempts to quantify the

prevalence of depression with a 2019 study showing

depressive symptoms in 7.4% and 13.2% of Australian

males and females, respectively [9–12]. The economic

impact of mental health illness in Australia was estimated

to be $10.6 billion AUD in the 2018–2019 financial year

with studies projecting that health service costs will

increase by 45% between 2006 and 2026, and that the

cumulative cost of mental illness over the next 30 years

will exceed $2.63 trillion AUD [8, 13–15].

In New Zealand, the 2018 New Zealand Mental Health

Monitor (NZMHM) provides one of the most recent reviews

of the mental health of the New Zealand general population

[16]. The NZMHM found that 32% of New Zealanders had

an experience with mental distress and an additional 32% of

New Zealanders lived with someone with a lifetime experi-

ence of mental distress [16]. Furthermore, 49% of the pop-

ulation were aware of a close friend who experiences mental

distress [16]. During the recent COVID-19 pandemic in

2021, Gasteiger et al. completed a cross-sectional study with

a cohort size of 681 adults older than 18 inNewZealand [17].

While the sample of the New Zealand population was 89%

female and older than the median age of the general popu-

lation (40 and 37.4 years, respectively), they found that 64%

of participants reported symptoms of depression, 53%

reported symptoms of anxiety, 31% reported moderate-to-

severe symptoms of depression, and 24% reportedmoderate-

to-severe symptoms of anxiety [17]. Although outdated, the

2005 Depression Service Plan released by the Midcentral

District Health Board in New Zealand estimated the cost of

depression in New Zealand at $750 million per year [18].

More recent estimates are correlated to population-adjusting

Australian figures.

Similar to Australia and New Zealand, Japan has a high

mental health burden [19, 20]. Community-based mental

health surveys play an important role in estimating the

prevalence of mental disorders because most people do not

seek treatment even if they experience psychological dis-

tress equivalent to diagnosable mental disorders [20]. The

World Mental Health Japan Survey Second conducted from

2013 to 2015 with a sample size of 2450, randomly

selected residents between the ages of 20 and 75 [20, 21].

They found a lifetime prevalence of any mood disorder of

4.57% and 7.21% for men and women, respectively

[20, 21]. They also found a 12-month prevalence of any

mood disorder of 2.24% and 3.26% for men and women,

respectively [20, 21]. Other studies have estimated the

economic impact of depression to be between 1.29 billion

and 3 trillion yen (or $16.46 billion AUD to $38 billion

AUD) yearly [22, 23].

1.2 Diagnosis, treatment and management

Currently, there are no biological markers for depression;

therefore, diagnosis is based only on symptomatology [24].
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A wide range of screening tests that vary in length, style,

administration and psychometric evaluation are currently

used [25].

The Sequenced Treatment Alternatives to Relieve

Depression (STAR*D) Report, released in 2004, was an

important milestone in optimising management of patients

with depression [26, 27]. Four thousand patients from 41

different primary and psychiatric care sites were evaluated

using a novel 4-level treatment paradigm. The remission

rate, using The Quick Inventory of Depressive Symptoma-

tology, was 32.9%, 30.6%, 13.6% and 14.7% for the levels

1, 2, 3 and 4, respectively [27]. Although a cumulative

remission rate of 65.8% was achieved, crucially, 34.2% did

not improve with medical interventions for depression [27].

For non-remission patients, it is critical to identify the

earliest point at which to stop further medication trials

because the longer the time to remission, the less chance a

patient has of reaching remission [27].Optimising an

individual patient’s treatment plan so that they have the

highest likelihood for remission is a needed advancement

in psychiatry.

1.3 Psynary

Psynary (www.psynary.com) is a web-based tool used to

support clinicians, organisations and patients in the diag-

nosis and treatment of mood and anxiety disorders in

accordance with the ICD-10 [28]. The Psynary system was

designed to collect de-identified data in a format that could

be represented numerically with no requirement for lan-

guage processing. It is anonymous, which avoids privacy

and data protection issues that can be associated with

online platforms [29].

The Optimisation of Treatment for Mood and Anxiety

Disorders Study 1 (OptiMA1) involved two parallel studies

in New Zealand and Japan for the purpose of validating key

outcome measures developed for the Psynary platform

[28]. These outcome measures included the R8 Depression

score and R8 Anxiety score [28]. The R8 Depression score

was designed to fully capture the wide range of symptom

domains seen in depression, across the full range of illness

severity, and to be sensitive to treatment effects [28].

Participants (n=270) were recruited from patients regis-

tered on Psynary by the public community mental health

clinic at Nelson Marlborough District Health Board in New

Zealand (n=62) and by the private clinic serving the

English-speaking population at the American Clinic Tokyo

in Japan (n=208) [28]. Patients with probable mood or

anxiety disorders who registered to Psynary between 24th

March 2016 and 25th October 2018 were invited to com-

plete either an online or written consent process prior to

participating in the study [28]. Inclusion criteria included

completing Psynary in the English language, being over

18 years of age for NZ, or 20 years of age for Japan, and

having an ICD-10 diagnosis of a current depressive episode

(unipolar or bipolar) or anxiety disorder (ICD-10 F31.3,

F31.4, F31.81, F32.1, F32.2, F33.1, F33.2, F40-F43) con-

firmed by the treating clinician at their initial appointment

[28].

An early analysis of the cohort (n=131) suggested a

similar doubling of remission rates in response to treat-

ment optimisation, but over a shorter 90-day time period

compared to the STAR*D trial (Fig. 1) [29]. This vali-

dation study found that if patients had less than a 20%

reduction in R8 Depression score after 6 days of treat-

ment, the negative predictive value for non-remission was

98% [29] (Table 1) .

From OptiMA1, Psynary appears to be beneficial in

monitoring response to treatment and guiding timing of

medication optimisation [28]. These findings suggested

that the Psynary database could potentially be utilised to

develop predictive models of response to treatment and

guide treatment selection [28]. Since then, OptiMA2 has

been conducted, a qualitative study to establish Nurse

Practitioner-Psynary-assisted care pathway in Port Mac-

quarie, New South Wales, Australia. This is now being

followed up by OptiMA3 that will collect naturalistic

clinical outcomes from that pathway. Both these studies

also include ethics approval to analyse the naturalistic

clinical outcomes from all participants. These have been

included in this current study to examine the feasibility of

using the Psynary database to conduct machine learning

approaches to develop predictive algorithms to guide

treatment selection.

1.4 Applying predictive tools in mental health

Unlike other medical specialties that heavily rely on

quantitative biomarkers to assist in the diagnosis of dis-

eases, treatment planning and measurement of outcomes,

mental health still predominantly relies on clinical mea-

sures. Mental health team members use patient interviews,

Fig. 1 OptiMA1 Data vs STAR*D Trial Remission Percentages over

a 48-week period [29]. The OptiMA1 study results are shown in

colour, while the STAR*D trial is shown in grey (Colour figure

online)
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questionnaires and patient reports to evaluate signs and

symptoms [30, 31]. The experience and subjectivity of the

clinician are heavily leveraged to make inferences about

symptomatology from this data, which is difficult to imitate

using supervised deep learning (DL) models. Super-

vised DL models require a training set containing “true”

labels to optimise model parameters before the model can

be used to predict the diagnostic outcome of new subjects.

Therefore, the quality of expert-provided diagnostic labels

used for training sets the upper-bound for the predictive

performance of the model [31–33].

1.5 Related studies and study rationale

Despite the difficulties, there has been a large amount of

research in the usage of ML/DL techniques in mental

health. A number of studies have focussed on scraping

social media posts to predict depression for example, using

multinomial naive Bayes (with an accuracy of 76.69%) and

event-driven tendency warning models (best recall rate of

0.668 and F-measure of 0.624) [34, 35]. Other studies have

focussed on analysing electronic health records. Nemesure

et al. used a sample of 4184 students who underwent a

general health and psychiatric assessment for the diagnosis

of MDD and Generalised Anxiety Disorder. A high-level

XGBoost model was used to produce an area under the

receiver operating characteristic (AUROC) of 0.67, a sen-

sitivity of 0.55 and specificity of 0.7 for major depression

[36]. Further studies have used ML/DL techniques to

classify, diagnose and grade depression using clinical data,

externally validated screening tests and biomarkers

[37–44].

In 2018, Gao, Calhoun and Sui completed a review of 66

studies focussed on MDD that have used magnetic reso-

nance imaging to either classify MDD from controls or

other mood disorders or investigated treatment outcome

predictors for individual patients [45]. The 66 studies

investigated by Gao, Calhoun and Sui could be further

classified into 9 groups of studies that were focussed on

diagnosis/classification of only MDD [46–66], only bipolar

disorder [67], diagnosis/classification of MDD compared to

bipolar disorder [68–82], diagnosis/classification of MDD

compared to Generalised Anxiety Disorder [83], diagno-

sis/classification of Schizophrenia and mood disorders

(including MDD and Generalised Anxiety Disorder)

[84, 85], brain abnormalities in patients who have been

diagnosed with a particular mood disorder [86–94], ana-

lysing therapeutic responses to MDD [95–100], using

neurobiological markers/neuroimaging for diagnosis/clas-

sification [101–109] and predicting responses to electro-

convulsive therapy [110, 111].

In 2021, de Nijs et al. were able to create individualised

models to predict 3- and 6-year symptomatic and global

outcomes of patients with schizophrenia-spectrum disor-

ders (mainly with established illness, but variable illness

duration) based on patient-reportable data with a study size

of 523 schizophrenia-spectrum patients [112]. Also in

2021, Taliaz et al. used genetic, clinical and demographic

data from patients with solely MDD in the STAR*D Report

to create an ML algorithm that generated an accurate

predictor of response to three antidepressant medications

with an average balanced accuracy of 72.3% and 70.1%

across the medications in validation and test sets, respec-

tively [113]. They then obtained data from the Pharma-

cogenomic Research Network Antidepressant Medication

Pharmacogenomic Study (PGRN-AMPS) of patients treated

with citalopram (a selective serotonin reuptake inhibitor)

[113]. This external validation yielded accuracy of 60.5%

and 61.3% for the STAR*D and PGRN-AMPS, respectively

[113].

The aim of this study is to demonstrate how the clinical

data collected by Psynary can be used to optimise the

treatment of depression in the clinical setting. We

hypothesised that ML/DL techniques could be used on the

data collected in the Psynary database to support the

optimisation of the treatment and management of depres-

sion. Although there have been previous studies that used

clinical data to build ML/DL algorithms to diagnose

depression and a quite recent study that predicted the

response of three medications in treating MDD, we are

unaware of any published study that has used clinical data

to build a single, all-inclusive ML/DL algorithm to opti-

mise the treatment of all subtypes of depression.

2 Methodology

2.1 Data collection and preprocessing

The Psynary database included details from patients being

treated for depression (in any of its forms) at associated

community and specialist psychiatric facilities in either

Table 1 Day 4–6 R8 Depression
percentage reduction [29]

Group R8 reduction\20% R8 reduction[20% Total (n)

Total (n) 101 64 165

Non-remission (n, %) 99 (98%) 38 (59%) 137 (83%)

Remission (n, %) 2 (2%) 26 (41%) 28 (17%)
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American Clinic Tokyo, Tokyo, Japan, Tokyo Mental

Health, Tokyo, Japan, Kawai Clinic, Otago, New Zealand,

or Port Macquarie Base Hospital Mental Health Service,

Port Macquarie, Australia, between the dates of 24/03/2016

and 01/06/2021. Other inclusion criteria were 18 years or

older, had capacity to consent, fluency in English or

Japanese (as Psynary is only available in those two lan-

guages), patients who had alcohol-related comorbidities

with a primary diagnosis of a mood or anxiety disorder and

exclusion criteria were clients presenting with psychotic

symptoms, significant comorbid alcohol and drug misuse

where these were the primary diagnoses, terminal/life

threatening physical comorbidity and cognitive impairment

or intellectual disability. These were assessed on the basis

of past medical history, liaison with GP and, with per-

mission, collateral history from a relative or carer. All

patients consented to their de-identified data being included

in the Psynary database for the purposes of ongoing

research, and the OptiMA1, 2 and 3 studies were approved

by the relevant local ethics committees. OPTIMA patients

were instructed to create an online Psynary account and

complete a baseline evaluation with the in-person support

of a psychiatrist or nurse practitioner and then complete

weekly reviews either by themselves remotely or with the

help of a nurse practitioner with expertise in mental health.

The Psynary database then logged this baseline information

which included; past history such as family history, past

episodes of depression and other disorders, age of onset,

hospital admissions, past deliberate self-harm and past

attempted suicide; deliberate self-harm questions including

suicidal thoughts intensity, suicidal planning and suicidal

attempts and other domains such as alcohol intake, current

psychiatric medication (name and dose) previous treatment

changes and whether they had electroconvulsive therapy

sessions. The Psynary system incorporates the Hypomania

Checklist 16 item (HCL-16) [114], Generalised Anxiety

Disorder-7 (GAD-7) [115] and Patient Health Question-

naire-9 (PHQ-9) [25] scores and generates ICD-10 diag-

noses for all major mood and anxiety disorders. It also

includes the proprietary main outcome measures of this

study, the R8 Depression and R8 Anxiety scores. All of

these metrics were used in building the algorithm reported

in this article except for the HCL-16.

When a patient completed a review, the Psynary data-

base then logged; current psychiatric medication list, cur-

rent alcohol intake, current deliberate self-harm responses,

recent electroconvulsive therapy treatment, R8 Depression,

R8 Anxiety, PHQ-9, GAD-7 current scores. All of these

metrics were used in the review aspect of the model except

for the HCL-16.

On the 1st of June 2021, anonymised clinical data from

Psynary was exported and preprocessing undertaken. All

patient demographic categorical data was one-hot encoded

and empty data values were handled by denoting 0 to “No”

and -1 to “No Answer” depending on the question field. All

data preprocessing and algorithm creation was built on

Jupyter lab version 3.0.14, python version 3.8.5 and using

an AMD Ryzen Threadripper 2950X 16-Core Processor

3.50 GHz, 32.0 GB of installed RAM and an NVIDIA RTX

2080 GPU.

The review data for each patient was stored in chrono-

logical order and filtered and preprocessed in function of

the medications taken during the period corresponding to

that review. Medications were categorised into one of the

following drug classes: analgesics, antidepressants, anti-

histamines, antipsychotics, anxiolytics, benzodiazepines,

hypnotics, mood stabilisers, opioid antagonists and stimu-

lants. Antidepressants were further divided into their

mechanism of action: mono-amine oxidase inhibitors

(MAOIs), noradrenaline reuptake inhibitors (NaRls),

selective serotonin reuptake inhibitors (SSRIs), serotonin–

norepinephrine reuptake inhibitors (SNRIs), tricyclic

antidepressants (TCAs) and atypical antidepressant medi-

cations. Groups with low representation in reviews were

discarded, as were patients without reviews for better-

represented medications. If, for a given review, a respon-

dent had taken medications of more than one group, that

review appears as duplicates in each corresponding array.

As is expected from this type of data, review length fre-

quency decreased exponentially (Fig. 2). The average

number of reviews per patient was 11.5, with 95% of

patients having 39 reviews or fewer.

The objective of our analysis was to propose treatment

by predicting the effectiveness of psychiatric medications

for each individual patient. To better fit the available data,

we formulated our problem as a regression of the best R8

Depression score the patient would achieve while taking

any given medication [28]. While training the model, the

sequence of reviews provided to the model was truncated

randomly, for each medication. This truncation used a

geometric distribution to allow for early prediction of

remission.

In addition to the regression of R8 Depression score

prediction, the model was trained to predict which medi-

cations will be prescribed by clinicians. We found this

additional objective to both help prevent overfitting by

increasing the ratio of training data to model capacity and

improve performance of the model when used as a rec-

ommendation system. To do this, the medications pre-

scribed by clinicians in all reviews are given as a multi-hot

vector. For medication optimization, predicted R8

Depression scores S are corrected by coefficients calcu-

lated from the prescription probabilities P scaled with a

learned factor b, the purpose of which is to control the

relative importance of the prescription probabilities. The
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algorithm then proposes the medication with the lowest

scaled score (Eq. 1).

M ¼ Argmin
S

Softmax bPð Þ
� �

ð1Þ

2.2 Implementation of long short-term memory
model

Neural network models have become the de-facto standard

in most machine learning applications. There are several

choices of architecture for sequence modelling, most

notably recurrent neural networks (RNN), 1-dimensional

convolutional networks and attention networks [116]. The

advantages of the latter two have largely to do with better

gradient propagation and performance with long sequence

lengths [116]. The Psynary review data, having short

sequence lengths and unidirectional chronological struc-

ture, appears to be best suited for the simple-to-implement

RNN structure. For this particular application, a long short-

term memory (LSTM) network was chosen due to its ready

availability in deep learning libraries and proven effec-

tiveness [117]. The architecture of the model in this study

separately processes each sequence of reviews corre-

sponding to each medication using the same LSTM

network. We suspect that the patterns learned by networks

trained in each medication separately are largely similar,

and training an individual network for each medication

group would severely reduce sample sizes due to subdivi-

sion of the dataset. Using a larger, single recurrent network

was empirically found to produce better and more consis-

tent results. Fully connected networks filled in the rest of

the picture—they were used for feature extraction from

both the baseline questionnaire and reviews, and at the end

of the network for the final R8 Depression score and doctor

prescription predictions.

Training was performed in three steps. The fully con-

nected network (FCN) review feature extractor and LSTM

modules were first trained in isolation on the R8 Depres-

sion score prediction task. This recurrent model was then

integrated into the baseline questionnaire feature extractor

and final FCN layers with frozen weights, and the

remainder of the model trained. Finally, the entire model

was annealed using low learning rates. Due to the low

dimensionality of the data, small size of the model and its

recurrent structure, GPU acceleration was not used. Fig-

ure 3 shows a diagrammatic illustration of the designed

algorithm.

Fig. 2 Frequency histogram illustrating the number of reviews participants completed
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2.3 Optimisation test of model

To further validate the significance of the model, an opti-

misation test was performed. The model’s outputs were

taken and tested by posing the questions “After seeing the

patient review data, should the medication regimen change

or should it continue?” and “If the medication should

change, what should the medication be changed to?”.

Because of the extra data dimensionality of patient

reviews, instead of sensitivity, specificity, positive predic-

tive and negative predictive values being calculated, the

sensitivity, positive predictive value, false positive rate and

correct medication change accuracy were calculated

(Eqs. 2, 3, 4 and 5).

Sensitivity =
Number of Correct Change Decisions

Total Number of Required Changes
ð2Þ

Positive Predictive Value =
Number of Correct Change Decisions

Total Number of Change Decisions

ð3Þ

False Positive Rate =
Number of Incorrect Change Decisions

Total Number of Change Decisions

ð4Þ
Correct Medication Change Accuracy =

Number of Correct Medication Choices

Total Number of Medication Choices

ð5Þ

3 Results

This study utilised data collected from the OptiMA1, 2 and

3 [28, 118] studies, contained in the Psynary database. In

total, data from 458 participants was included in this study

(Table 2). The large majority of participants were from

Japan (85.6%), followed by New Zealand (9.6%) and then

Australia (4.8%). The sex distribution slightly favoured

females (57%) and the median age and age range of the

participants were 32.5 and 18 to 73 years, respectively

(Fig. 4). Most of the participants were employed full-time

(52.4%), spoke English (98.9%) and did not have the

Fig. 3 Block diagram of created

algorithm

Table 2 Variables and their descriptions used in the proposed

algorithm

Symbol Description

P Prescription probabilities vector (network output)

S Predicted R8 scores vector (network output)

b Scalar balancing coefficient

M Scaled medication scores
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support of a carer (85.2%). The patient’s age distribution

showed two anomalous data points (ages 2 and 17) which

were deleted and considered missing data.

The participants’ psychiatric characteristics were also

interpreted (Table 3). The average R8 Depression raw

score was 34.28 out of a maximum of 84 with depression

remission considered at a raw score less than 14 [28]. The

PHQ-9 score is grouped based on severity into none (0–4),

mild (5–9), moderate (10–14), moderately severe (15–19)

and severe (20–27) [25]. The participants’ average PHQ-9

score was 16.54 (considered within moderately severe

depression) with 59% of the participants considered either

moderately severe or severe. The GAD-7 score is grouped

into mild (0–4), moderate (5–9) or severe (10–15) anxiety

[115]. A total of 354 participants (77.3%) recorded scores

reflecting severe anxiety. Furthermore, 326 (71%) partici-

pants were considered to have a subtype of unipolar

depression and 84 participants (18.3%) were considered to

have a diagnosis of a subtype of bipolar disorder . The

remaining 3 participants with a provided diagnosis (0.7%)

were considered to have hypomania (Table 4) .

The participants in this study were treated by two psy-

chiatrists. An analysis of the frequency of medication

classes prescribed showed SSRIs being the most prescribed

medication class, followed by antipsychotics and mood

stabilisers (Fig. 5). SSRIs are likely to be the most pre-

scribed medication class due to the existing treatment

guidelines in Japan [119], New Zealand and Australia

[120] recommending them as first-line medications.

The model in this study, trained with the Psynary

dataset, without reviews, had an accuracy of predicting R8

Depression-defined remission of 49.8% (seen in Fig. 6).

After the model had processed 2 reviews, the model had a

prediction accuracy of 76.5%.

The accuracy of predicting the individual medication

classes that led to the best R8 Depression scores were then

examined to understand the strengths and weaknesses of

the algorithm. Without including reviews, it was found that

the most accurate group was SSRIs (78.9%), followed by

antipsychotics (53.6%), mood stabilisers (36.8%), benzo-

diazepines (35.7%), atypical antidepressants (29.4%),

NaRIs (16.7%) and finally SNRIs (10.5%). However, when

the model was trained with the reviews, antipsychotics

Fig. 4 Frequency histogram illustrating patient age distribution (in years)
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were predicted to be the medication with the best R8

Depression scores (88%) followed by SSRIs (87.9%),

mood stabilisers (69.1%), benzodiazepines (53.5%), atyp-

ical antidepressants (39.2%), SNRIs (27.7%) and NaRIs

(25.9%) (Fig. 7). These findings are not surprising as they

mirror the frequency of patients prescribed a particular

medication class (Fig. 6).

Analysis of training and test loss per epoch graph

showed no significant changes between training and test

loss (Fig. 8).

We also optimised the β coefficient (learned factor) to

balance the trade-off between R8 Depression scores and

prescribed medication prediction. The best β coefficient

was found to be 0.6465 (Fig. 9).

We then completed an optimisation assessment of our

model. Due to the extra dimension of patient reviews, an

error matrix was not developed. Instead, we evaluated the

model by assessing if asked to change medication, whether

the model continued with the current medication or chan-

ged and then if it changed whether the model selected the

correct medication (Fig. 10). After just 2 reviews, the

precision of changing medications (Change Recommen-

dation Precision) was 97.4%, the recall (Change Recom-

mendation Recall) was 71.4%, the accuracy of changing

medications to the correct medication (Correct Change

Table 3 Participant demographic characteristics

Demographic characteristics n (%)

Total participants 458

Males 197 (43%)

Females 261 (57%)

Country of residence

Australia 22 (4.8%)

New Zealand 44 (9.6%)

Japan 392 (85.6%)

Work Status

Employed full-time 240 (52.4%)

Employed part-time 45 (9.8%)

Unpaid domestic work 26 (5.7%)

Permanently sick/disabled 4 (0.9%)

Retired 3 (0.7%)

Self-employed full-time 16 (3.5%)

Self-employed part-time 18 (3.9%)

Student 76 (16.6%)

Unemployed 30 (6.6%)

Language

English 453 (98.9%)

Japanese 5 (1.1%)

Table 4 Participant psychiatric characteristics

Psychiatric characteristics n (%)

Total participants 458

R8 Depression score

Mean 34.28

Standard deviation 13.03

Maximum 77

Minimum 0

PHQ-9 score

Mean 16.54

Standard deviation 5.57

Max 27

Min 1

0–4 2 (0.4%)

5–9 54

(11.8%)

10–14 95

(20.7%)

15–19 133

(29%)

20–27 138

(30%)

Not measured 36 (7.9%)

GAD-7 score

Mean 9.04

\5 7 (1.5%)

5–10 61

(13.3%)

11–15 354

(77.3%)

Not measured 36 (7.9%)

ICD-10 diagnosis

F30: hypomania 3 (0.7%)

F31.31: bipolar disorder, current episode depressed, mild 3 (0.7%)

F31.32: bipolar disorder, current episode depressed,

moderate

7 (1.5%)

F31.4: bipolar affective disorder, current episode severe

depression without psychotic symptoms

30 (6.6%)

F31.7: bipolar affective disorder, currently in remission 1 (0.2%)

F31.81: bipolar II disorder 43 (9.4%)

F32.0: mild depressive episode 23 (5%)

F32.1: moderate depressive episode 31 (6.8%)

F32.2: severe depressive episode without psychotic

symptoms

95

(20.7%)

F33.0: recurrent depressive disorder, current episode

mild

24 (5.2%)

F33.1: recurrent depressive disorder, current episode

moderate

43 (9.4%)

F33.2: recurrent depressive disorder, current episode

severe without psychotic symptoms

110

(24%)

Not provided 45 (9.3%)
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Recommendation) was 54.3%, and the false positive rate

(Incorrect Change Recommendation) was 2.6% (Fig. 10).

Finally, we reviewed the mean absolute error by number

of reviews. Our model can predict R8 Depression scores

before reviews with a mean absolute error of 14.6±9.5. As

the number of reviews increases, accuracy increases and

deviation decreases significantly, though with some insta-

bility, likely due to the decreasing sample count (as shown

in Fig. 11).

4 Discussion

In this study, we describe the development of a DL algo-

rithm that predicts reaching remission from depression in

response to psychiatric medications. The capabilities of the

algorithm are shown by its ability to initially predict

remission at an accuracy of 49.8% before processing

reviews (Fig. 6). After only 2 reviews, the model had an

accuracy of 76.5%. The medications predicted to have the

best R8 Depression score results were antipsychotics

(88%), followed by SSRIs (87.9%) and mood stabilisers

(69.1%) (Fig. 7). This is of significant clinical importance

as current treatment protocols for all depression subtypes

are largely reliant on trial-and-error of treatment guide-

lines. Using the model created in this study as an adjunct to

normal care could reduce the iterations of trial-and-error.

Our model was designed around the restrictions imposed

by our available data. Several design decisions were made

that took into account the specific biases imposed by the

naturalistic dataset. An analysis of a single medication was

made difficult by the large variety of prescribed medica-

tion, which subdivided the data into very small subsets. To

ameliorate this and to reduce dataset entropy, the data was

categorised by medication class, with antidepressants

divided into groups based on mechanism of action. Fur-

thermore, many patients were given more than one medi-

cation at a time, which made unitary classification

incompatible with the desired application of the model.

Because the best indicator of remission was the R8

Depression score, regression of this value is a very similar

task to binary prediction of remission, with the added

benefit of giving a measure of expected improvement.

The biggest performance improvement came from the

addition of the auxiliary prediction of prescribed medica-

tions. This served as a heuristic technique that directed

Fig. 5 Frequency histogram illustrating the number of patients prescribed a particular medication class
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medication selection to that which a doctor is likely to

prescribe during the treatment process. Put simply, it acts

as a tiebreaker, allowing the model to accurately select

between medication types it expects to perform well,

without adding penalties to the R8 Depression regression.

Training a model on a naturalistic dataset like Psynary

comes with several drawbacks. The most notable of these

are bias caused by the skewed distributions of the data,

information gaps caused by the selectiveness of prescribed

medications and several layers of survivorship bias. Our

dataset comes from patients treated in Australia, New

Zealand, and Japan and from clinics with different popu-

lation profiles. The clinic in Tokyo focuses on primary care

of mostly foreign residents and make up the majority of the

dataset (85.6%), while patients from Oceania are largely

secondary care patients. There is also asymmetric repre-

sentation of medication types. As there were only two

psychiatrists prescribing medications for the participants in

this study, the dataset is heavily reliant on the two clini-

cians’ experience which could be a potential source of

survivorship bias.

Our choices for model design also came with draw-

backs. Most notably, the aggregation of medication types,

the use of regression over explicit recommendation and the

implementation of a recurrent model were decisions that

compromise the model in specific ways. The prediction of

a medication class is less useful for a clinician than pre-

dicting a specific medication, as patient response can vary

significantly to medications of the same action type.

Throughout a treatment, a patient may be prescribed sev-

eral different medications of the class, which, as of now,

our model cannot distinguish in any meaningful way. A

possible solution for future work may be to use a finer

category system, possible from learned clusters.

As our model is not an explicit recommender system,

multi-medication recommendation becomes difficult, with

significantly lower accuracy. The main reason for choosing

R8 Depression regression was the strong biases in the data.

A binary recommender system would mostly replicate the

biases of the prescribing clinicians, rather than learning

from the performance of medications on patients. This was

another reason that medications were aggregated by class,

eliminating the bias coming from preference to a specific

Fig. 6 Accuracy of the developed model at predicting a patient’s R8 Depression score, with and without reviews
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brand over another. Future work should focus on this

specific point, possibly with a parallel network that uses the

activation values of the regression network to produce

specific recommendations.

The use of recurrent models in neural networks may be

on the decline. Many sequence modelling objectives are

now better solved using convolutional or attention net-

works, such as in the state-of-the-art audio generator

WaveNet [121] and for translation tasks in transformer

architecture [117]. These options have several advantages

over recurrent networks, such as shorter gradient propa-

gation distances, better performance with long sequences

and easier training. Our choice of using an LSTM caused,

in particular, difficulty in training the network, as the

parallel fully connected and recurrent portions did not train

at equal rates. Using a different sequence modelling

architecture would, however, have cost added complexity

and development time that we felt was best allocated to

other parts of the model.

Finally, the training target is the best R8 Depression

score reached during treatment in the presented model.

Because of this, the model does not handle a relapse of

depression once a participant has reached R8 Depression-

defined remission. In clinical practice, it is common for

patients to relapse in depression and is evident in this study

where 177 participants (38.6%) have been diagnosed with a

form of recurrent depression (Table 2). Future studies will

include updating this current model to reflect this clinical

situation.

To evaluate the performance of the model under the

intended conditions of treatment optimization, the model

was evaluated in the binary decision problem of continuing

the current medication or changing medication. We eval-

uated the model’s accuracy both in the choice of changing

medication and in the precision in recommending a new

medication. The results are presented as a function of the

number of reviews in Fig. 11.

After just 2 patient reviews, the model shows high recall

(71.4%) in determining if a change in medication is nee-

ded. In the scenario of such a recommendation, the preci-

sion of the medication choice is similarly high (97.4%). To

further validate the model, we then asked the model to

select a different medication. The accuracy of changing to

Fig. 7 Accuracy of model predicting by medication class with and without reviews
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the correct medication was 54.3%. As illustrated in Fig. 10,

these values are quite consistent over 40 patient reviews.

Taliaz et al. is the only published study similar to this

one. Using genetic, clinical and demographic data from

1679 STAR*D participants, the team generated a hybrid,

multi-step DL binary-response algorithm to predict whe-

ther a participant was either a “responder” or “nonre-

sponder” for citalopram (SSRI), sertraline (SSRI) and

venlafaxine (SNRI). This yielded an average balanced

accuracy of 70.1% for the final test set, compared to a

46.8% initial response rate for participants with MDD.

While they used a wide variety of data to arguably create a

more visible clinical picture of the participant, our model

was able to perform with an initial accuracy of 49.8% and

accuracy of 76.5% after 2 patient reviews while accom-

modating for several different types of medication classes,

subclasses and subtypes of depression.

Taliaz et al. also completed additional statistical calcu-

lations of the models performance. The sensitivity, speci-

ficity, positive predictive value and negative predictive

value were 68.7%, 71.4%, 71.7% and 69%, respectively

[113]. In comparison after only 2 reviews, our recall rate

(also known as sensitivity) was 71.4%, similar to Taliaz

et al., results and our precision rate (also known as positive

predictive value) was 97.4% which far exceeded Taliaz

et al., results.

From the 66 studies analysed by Gao, Calhoun and Sui,

only 5 focussed on predicting the therapeutic response and

all 5 solely focussed on MDD instead of all subtypes of

depression [45]. In 2015, Korgaonkar et al. investigated

objective brain volumetric measures of patients with MDD

to reliably predict symptomatic remission with their initial

antidepressant medication [96]. Their study found two

decision trees that had high probability prediction scores of

non-remission and were replicated [96]. These were 1) left

middle frontal volume less than 14.8 mL and right angular

gyrus volume greater than 6.3 mL which discerned 55% of

non-remitters with an 85% accuracy; and 2) fractional

anisotropy values in the left cingulum bundle less than

0.63, right superior fronto-occipital fasciculus less than 0.5

which discerned 15% of non-remitters with 84% accuracy

[96]. Also in 2015, Williams et al. investigated whether

amygdala activation stimulated by emotion was a general

or differential predictor of response to escitalopram (SSRI),

sertraline (SSRI) and venlafaxine (SNRI) using MRI [97].

Their model classified responders vs non-responders with

an overall accuracy, cross-validation accuracy, sensitivity

and specificity of 75%, 75%, 77% and 72%, respectively

Fig. 8 The developed model’s train/test loss per epoch
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[97]. Korgaonkar et al. examined whether diffusion tensor

imaging measures of the anterior cingulate and limbic

white matter are useful prognostic biomarkers for MDD

[98]. They found that when adding age to a model that

looked at the stria terminalis fractional anisotropy and the

cingulate fractional anisotropy, their model had an overall

accuracy of 74%, sensitivity of 74% and specificity of 75%

[98]. Gong et al. investigated the diagnostic and prognostic

potential of pre-treatment structural neuroanatomy using

support vector machine (SVM) in patients with non-re-

fractory depressive disorder or refractory depressive dis-

order (two subtypes of MDD) [99]. Sixty-one patients were

prescribed either an SSRI, TCA or SNRI. The diagnostic

accuracy, sensitivity and specificity when applying SVM to

both grey and white matter images were 65.22% [99]. The

prognostic accuracy based on both grey and white matter

images resulted in an accuracy, sensitivity and specificity

of 69.57% [99]. Finally, Costafreda et al. interestingly

investigated the functional neuroanatomy of showing sad

faces of different intensities to patients with acute MDD

before cognitive behavioural therapy to predict clinical

response [100]. They found that prediction of remission

from MDD was significant at the lowest and highest

intensities of sadness. Both situations had a sensitivity of

71% and specificity of 86% [100]. Our optimisation

assessment illustrates that our model is highly comparable

to these 5 studies when comparing our sensitivity rate

(71.4%). What is very important from our results and

cannot be compared to these 5 studies are our precision rate

of 97.4%, false positive rate of 2.6% and correct change

accuracy of 54.3%. Additionally, when solely comparing

model accuracies, our model has an accuracy of 76.5%

after 2 patient reviews and performs better than all studies

apart from Korgaonkar et al.

With depression prevalence rates increasing and placing

pressure on existing services, new management techniques

need to be considered to ensure all patients are treated, and

in remission, as soon as possible [122]. Currently, the

majority of patients with depression present to primary care

[123] and secondary mental health services predominantly

accommodate severe and/or high risk presentations, leav-

ing the majority of people with depression unable to access

Fig. 9 Optimisation of the developed model’s β coefficient by accuracy with and without reviews
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specialist mental health services [123–126]. Introduction of

telemedicine as an aspect of management for mental dis-

orders covers two important factors of care; it improves

patient access in areas where specialists are limited (in-

cluding regional, rural and remote areas), and it improves

disease control and relapse prevention [127]. Self-com-

pleted web-based systems ensure consistency of data col-

lection and some patients are more likely to disclose

relevant information on a self-completed assessment

compared to clinician-interviewed settings [128, 129].

Furthermore, online systems provide the opportunity to

collect results and track progress [128].

This study has illustrated the benefits of using Psynary, a

web-based tool as an adjunct to normal care for depression.

Unlike typical mental health care settings, the data is

recorded in a quantitative format that lends itself to anal-

ysis. This study has also shown the clinical importance of

the application of ML/DL algorithms to clinically collected

data for the optimisation of depression treatment. To fur-

ther validate the use of Psynary and the DL algorithm

created in this study, further work will involve diversifying

the demographic of participants and clinicians, the loca-

tions of the clinics and implementing genomic data (single

nucleotide polymorphisms) with a genomics team to create

a multi-dimensional, robust model .

5 Conclusion

Depression has a major health and socio-economic impact,

is continuing to increase in prevalence and mental health

services are struggling with the increased demand . Using a

combination of web-based tools and DL algorithms in a

clinical setting, as outlined in this study, could lead to an

increase in clinician accessibility and reduce time taken to

reach optimal treatment protocols thereby reducing the

prevalence of depression and its socio-economic impact on

societies.

Fig. 10 Optimisation change measures in relation to number of patient reviews
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6 Data and material availability
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national Medical K.K.
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